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Python, Distributed

Ray
● Focus: Training, AI
● Long-Running 

Actors

Dask
● Focus: “Pandas” 

Dataframe
● Arrays, ...

Run Tasks on all Cores
(Local, Cluster)



  

Ray

● Ray Core
● Remote Tasks (“function”)
● Remote Actors (“class”)
● Logical Resources     8 CPUs, 0.5 GPUs, RAM

● Ray Tune

● Ray Serve, RLlib, ...



  

Motivation

● Reinforcement Learning

For Atari, MuJoCo:
● Evolution Strategy also works! (Salimans 2017)

Evolve a Distribution
● ...of NN weights (=Policy)
● Blackbox Optimization
● (sep-)CMA-ES

vs. PPO, GA, NEAT, CEM, ...

https://arxiv.org/pdf/1703.03864.pdf


  

Simulation

Collect Food
● Global Reward
● (Food Neighbours)^2

Challenges
● Dig
● Don’t Block Others
● Don’t Bury Self

https://log2.ch/progenitor/build15

https://log2.ch/progenitor/build15


  

Simulation

Simulation
Rust

Webassembly

Web Player
Svelte

Training Script
Ray

Python Extension
PyO3



  

Parameters



  

Trainable

https://discuss.ray.io/t/unable-to-saturate-cluster-with-asha-trials-cpu-bound/11941/2



  



  

Ray Dashboard



  

Local vs Cluster



  

Random Search



  

Random Search



  

ASHA



  

Reproduce?



  

Hyperparams

ASHA
● “Async Successive 

Halving”
● Stop Bad Trials
● Default Choice

PBT
● “Population Based 

Training”
● Replace Bad Trials

– Mutate Hyperparams
– Copy Weights

● Popular for RL

...hyperparam sampling bias…

...ASHA as “restart”-strategy for CMA-ES? (vs IPOP/BIPOP)



  

Population Based Training



  

PBT vs ASHA



  

End



  

Policy



  

Cluster Config



  

Logging (PBT)
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